July 13, 2010 12:51 Combustion Theory and Modelling cluster paper

Combustion Theory and Modelling
Vol. 00, No. 00, Month 200x, 1-35

RESEARCH ARTICLE

On Turbulent Chemical Explosions Into Dilute Aluminum Particle
Clouds

K. Balakrishnan and S. Menon*
School of Aerospace Engineering,
Georgia Institute of Technology,

Atlanta, GA, 30332-0150, USA

(Submitted: January, 2010)

Total Word Count: ~ 12,400 words

*Corresponding author. Phone: 404-894-9126; Email: suresh.menon@aerospace.gatech.edu

ISSN: 1364-7830 print/ISSN 1741-3559 online
© 200x Taylor & Francis

DOI: 10.1080/1364783Y Y XXXXXXXX
http://www.informaworld.com



July 13, 2010

12:51 Combustion Theory and Modelling cluster paper

Abstract

We use a hybrid two-phase numerical methodology to investigate the flow-field subsequent
to the detonation of a spherical charge of TNT with an ambient distribution of a dilute
cloud of aluminum particles. Rayleigh-Taylor instability ensues on the contact surface that
separates the inner detonation products and the outer shock-compressed air due to inter-
phase interaction, which grows in time and results in a mixing layer where the detonation
products afterburn with the air. At early times, the ambient particles are completely engulfed
into the detonation products, where they pick up heat and ignite, pick up momentum and
disperse. Subsequently, as they disperse radially outwards, they interact with the temporally
growing Rayleigh-Taylor structures, and the vortex rings around the hydrodynamic structures
results in the clustering of the particles by also introducing local transverse dispersion. Then
the particles leave the mixing layer and quench, yet preserve their hydrodynamic “foot print”
even until much later; due to this clustering, preferential heating and combustion of particles is
observed. With a higher initial mass loading in the ambient cloud, larger clusters are observed
due to stronger/larger hydrodynamic structures in the mixing layer—a direct consequence of
more particles available to perturb the contact surface initially. With a larger particle size
in the initial cloud, clustering is not observed, but when the initial cloud is wider, fewer
and degenerate clusters are observed. We identify five different phases in the dispersion of
the particles: (1) engulfment phase; (2) hydrodynamic instability-interaction phase; (3) first
vortex-free dispersion phase; (4) reshock phase; and (5) second vortex-free dispersion phase.
Finally, a theoretical Buoyancy-Drag model is used to predict the growth pattern of the
“bubbles” and is in agreement with the simulation results. Overall, this study has provided
some useful insights on the post-detonation explosive dispersal of dilute aluminum particle
clouds.

Keywords: Explosive, Mixing Layer, Aluminum Combustion, Clustering, Dispersion,
Rayleigh-Taylor Instability

1. Introduction

Explosives are ubiquitous in many engineering industries and have applications
in mining, in modern warfare, to quench fires in the oil industry, etc. Although
explosions have been widely studied by the research community for well over a
century, many phenomena still remain to be investigated in order to properly un-
derstand and characterize the flow-field in the post-detonation regime. In partic-
ular, the characterization of explosions into ambient solid non-reactive or reactive
particles has not been previously addressed to detail. For instance, ambient alu-
minum (or any other material) particles can perturb the flow-field behind the
leading blast wave, ensuing in hydrodynamic instabilities that can grow with time.
Hydrodynamic instabilities such as Rayleigh-Taylor and Richtmyer-Meshkov have
been shown to occur in the flow-field behind blast waves [1-3, 20, 21]|. Experimen-
tal studies to understand these flow physics are very difficult due to the hostile,
short-lived environment behind explosive blast waves; thus, investigations based on
computational simulations, such as the present one, offer wider leverage to properly
understand and characterize the flow-field in the post-detonation regime of a high
explosive, particularly when ambient reactive particles like aluminum are present.

Two of the earliest studies of blast waves from intense explosions were carried
out independently by Taylor [37] and Sedov [34], and are seminary in the field.
These studies are primarily one-dimensional explosions, which is generally not the
case in most real explosions, especially the flow-field behind the blast wave. When a
spherical (or cylindrical) charge of a high explosive such as Trinitrotoluene (TNT)
or nitromethane (NM) is detonated, a blast wave propagates outwards after the
detonation wave consumes all the high explosive; this blast wave attenuates and
decelerates with time due to spherical spreading. The contact surface that separates
the inner detonation products and the outer shock-compressed air also propagates
outwards as the detonation products expand. At the same time, a rarefaction wave
propagates inwards from the outer boundary of the charge, subsequently over-
expanding the flow near the core of the charge. This over-expansion creates a
secondary shock that is initially swept outwards, subsequently implodes inwards
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and, later, explodes outwards again after reflection from the origin [7]. To better
illustrate the physics of explosions, in particular when a ring of solid particles are
present surrounding the explosive charge, a schematic of the primary and secondary
shocks, the contact surface, and the dispersing particle cloud are presented in
Figure 1, albeit from a one-dimensional sense.
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Figure 1. Radius-time diagram of the one-dimensional post-detonation flow-field. Note: this is a schematic
only.

Concomitant to these processes is the interaction of the contact surface with
ambient particles, if present. Recent experimental studies of Shock-Dispersed Fuel
(SDF) charges [22, 43|, i.e., charges of a high explosive surrounded with a shell
of aluminum particles, have shown that significant amounts of afterburn, both of
the detonation products as well as the aluminum, results in increased impulse. If
ambient particles are too small and/or light, the leading blast wave may rapidly
set them into motion and they may never interact with the contact surface. This is
particularly true apropos of blast waves propagating into a cloud of liquid droplets
[33]. On the other hand, if the particles are sufficiently large and/or heavy, the lead-
ing blast wave may not impart a significant enough momentum to the particles,
thus allowing for the contact surface to overtake the particles. Then, the particles
pick up momentum, are set into motion, and catch up with the contact surface [2].
Thus, for sufficiently large and/or heavy particles, the contact-surface interaction
with particles occurs twice—first time when the contact surface overtakes the par-
ticles, and second time when the particles again overtake the contact surface. Since
particles are inevitably randomly distributed in a realistic cloud, perturbations to
the contact surface may occur at various locations and hence trigger instabilities at
multiple wavelengths. These perturbations can grow in time into Rayleigh-Taylor
instability [38] owing to the high density ratio (~ 500-1000) across the contact
surface at early times; since the perturbations/instabilities are random, i.e., they
have different wavelengths, they will grow at different rates [8]. In Figure 1, ‘RT’
denotes the instant when Rayleigh-Taylor instability grows on the contact surface.

The Rayleigh-Taylor instability grows as “bubbles” of lighter fluid “rising” into
the heavier fluid, and “spikes” of heavier fluid “falling” into the lighter fluid
[23, 28, 29]. Thus, the early-phase mixing is primarily macroscopic in the sense
that large-scale intrusions of one fluid into the other occurs. Since explosions in-
evitably involve very high density ratios between the high and low density fluids,
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i.e., Atwood number (A = %, where p, and p; denote respectively the densi-
ties of the high and low density fluids) close to unity, the bubbles are significantly
larger in transverse scale than the spikes. These bubbles exist at multiple sizes
and wavelengths, and so with time larger bubbles easily overtake the volume oc-
cupied by their smaller counterparts, thereby engulfing them. This results in a
“bubble competition” [23, 28, 29] where contiguous bubbles interact and merge,
giving rise to larger scale structures. This competition can also involve between
bubbles of different generations [28, 29], i.e., smaller bubbles can compete, merge
and, subsequently, the merged larger bubbles can again compete and merge. Miles
and co-workers [28, 29] classify this bubble merging as an inverse cascade process,
as kinetic energy is transferred from smaller bubbles (or smaller scales) to larger
ones; this merging can lead to a loss of memory of the initial perturbations and
an acceleration of the bubble front. Due to bubble merging, the total number of
hydrodynamic structures decreases with time, but their size increases. This results
in a mixing layer, i.e., a finite region of space where the inner detonation products
mix with the outer air and burn, accompanied with the release of afterburning en-
ergy [1, 2, 20, 21]. The mixing layer grows in time and convects downstream due to
flow expansion, with the boundaries asymptoting at late times. Finally, once suffi-
ciently large enough scales have been reached, no further bubble merging occurs,
and self-similar growth of the Rayleigh-Taylor structures is possible.

Subsequent to the aforementioned phenomena, the secondary shock, during its
outward passage, interacts with the hydrodynamic structures in the mixing layer, a
phenomena that gives rise to a Richtmyer-Meshkov instability [32]. Here, vorticity
is created by the baroclinic mechanism, and this sustains the mixing process at later
times [1, 2, 20]. In Figure 1, ‘RM’ denotes the instant when Richtmyer-Meshkov
instability occurs on the contact surface/mixing layer. Particles when present in
the detonation of a high explosive, either inside or outside the charge, enhance
the mixing process, which in turn releases energy in addition to the detonation
energy. This energy release results in increased temperature and volumetric expan-
sion, which can play a role in the subsequent mixing process and hydrodynamic
instability growth.

Although the large and/or heavy particles interact with the contact surface
twice, the first and second interactions may not be of similar proportions due to
several reasons. First, the particle to gas velocity difference and the gas densities
are different during the first and second interactions, as the flow expands. Second,
when the ambient particles are reactive (say, aluminum), they can ignite subse-
quent to the first interaction, and can significantly burn, thereby the particles are
smaller in size during the second interaction. In addition, since the second particle-
contact surface interaction occurs radially farther than the first (as the mixing
layer is convected downstream), even the spacing between contiguous particles is
now increased. Thus, the second interaction is not as significant as the first in
terms of the amount of mixing introduced to the gas-phase. However, this sec-
ond interaction can be significant to the dispersion characteristics of the particle
phase, as we will show in this paper. Subsequently, the particles by virtue of their
higher inertia than the gas, slow down less and then leave the mixing layer. We
have recently shown that ambient aluminum particles enhance mixing between the
detonation products and the air [2], with the following conclusions with regard
to mixing and afterburn: (1) the amount of mixing is nearly independent of the
particle size; (2) mixing is enhanced when the mass loading ratio, n (defined as
the ratio of the mass of the solid to the mass of the gas in a given volume) of the
particles is higher; and (3) mixing is enhanced when the initial radial extent of the
outer particle cloud is wider. Furthermore, we also showed in [2] that aluminum
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particle ignition due to an explosive blast wave is related to the amount of mixing
and afterburn energy release, i.e., the mixing aspects of the detonation products
and air plays a central role in the sustenance of burning of the aluminum particles.
Moreover, the aluminum particles quench as they leave the mixing layer due to the
surroundings being relatively ‘cooler’ and the amount of aluminum that remains
after the quenching is also related to the amount of mixing and afterburn [2]. In [2],
we explored aluminum particles of 10 ym radius and higher; here, the focus is on
5 and 10 pm particle radius clouds, as these smaller size particles have faster mo-
mentum response time scales, and can thus “respond” to the vortex rings around
the hydrodynamic structures in the mixing layer.

Depending on the size of the aluminum particles, they can ignite either when
present in the mixing layer, or when completely engulfed into the detonation prod-
ucts, or when present in the outer air. Since the availability of heat and the choice
of the oxidizer are different in these three regions, so is expected their ignition and
burning characteristics; the burning can be aerobic (O controlled) or anaerobic
(COz0r HyO controlled) [19]. Furthermore, if the particles ignite in the mixing
layer, there can be a competition between aluminum and the C' and C'O of the
detonation products for the limited availability of the oxidizer(s)—this is still un-
known to the research community. The other challenge pertains to the different
combustion regimes of aluminum particles. Aluminum particle combustion can oc-
cur in the diffusive or the kinetic regimes [36, 40]. In the diffusive regime, aluminum
evaporates and the aluminum gas diffuses farther away from the particle surface
until it encounters an oxidizer to burn; here, the diffusion flame is far from the
particle surface. On the contrary, in the kinetic regime, the oxidizer diffuses to the
surface faster, resulting in chemical reaction near to the particle surface. Thus,
the two regimes are very different in the physical phenomena that govern them,
resulting in different burn time predictions. The interested reader is referred to
more elaborate theoretical discussions on aluminum particle combustion regimes
elsewhere [36, 40]. One of the primary distinctions between the two regimes is the
burn time—theoretically, it scales as d? for the diffusive regime, and as d for the
kinetic regime, where d denotes the particle diameter. The diffusive regime of alu-
minum particle combustion has been more widely used by the research community
with the correlation provided by [5] and the references therein. However, recent ex-
perimental shock tube data of small aluminum particles (3-11 pm dia.) shows that
the burning of aluminum is very different in different oxidizers and is also pressure
dependent [4, 25], conforming to the kinetic regime. Another research group [36]
has also shown that the kinetic regime is more appropriate for aluminum particle
combustion in post-detonation events.

In addition to the ignition and combustion issues, the dispersion of a cloud of
solid particles is also of preponderant interest. In a mixing layer, where heat and/or
oxidizer availability are not uniformly distributed, dispersion of particles can play
a central role in the ignition and the subsequent combustion process. For, disper-
sion can either enable particles to concentrate in regions with surplus heat and/or
oxidizer, or can carry them away; thus, dispersion may either assist in the ignition
and combustion of the aluminum particles, or may be detrimental to the same.
Evidence from computational simulations outlined in [2] clearly demonstrate the
preponderance of the mixing-controlled afterburn energy release on the ignition
and the sustenance of burning of aluminum particles; thus, dispersion of parti-
cles (which cannot be accurately predicted from one-dimensional simulations) is
critical to the problem under study. Particle dispersion can also result in cluster-
ing effects due to transverse dispersion, which is also of interest in the current
investigation. The study of dispersion and ignition of aluminum particles by ex-
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plosive blast waves and their interaction with hydrodynamic instabilities is still in
its infancy, and requires more elaborate studies—this paper is aimed to provide
some useful insights along these lines. These studies have applications to explosive
dispersal of reactive metal particles—also termed as Shock-Dispersed Fuel (SDF)
charges [22, 43]—where hydrodynamic instabilities can play a significant role in
the amount of late time mixing and afterburn. Insights on the physics of particle
dispersion due to their interaction with hydrodynamic instabilities can be directly
applied for investigations of SDF charges.

The main objectives of this paper are to understand the interaction of an ambi-
ent cloud of aluminum particles and the contact surface during the post-detonation
flow-field of a TNT explosive charge. The ignition, combustion, and clustering ef-
fects of the particle cloud are studied in detail and explained. This paper is orga-
nized as follows: in Section 2, we present the governing equations and the numerical
methodology; in Section 3, the results from the current study are reported and the
involved physics elucidated; finally, in Section 4, the conclusions drawn from this
research effort are presented.

2. Governing Equations and Numerical Method

2.1 Gas Phase

We use Large Eddy Simulation (LES) methodology of the compressible, unsteady,
multiphase gas phase equations using a finite-volume method [14, 27]. Since the
flow field is dilute in nature, the entire volume is exclusively made available to the
gas, i.e., we neglect the solid volume fraction. The favre-filtered gas-phase governing
equations are summarized as follows [14, 27]:

dp = 0pu; ~

ot o —Pe W
85;7" + a?cj [ﬁﬁﬂfj + Py —7ij + rfjgs} = F, (2)
P D (Vi V) 4 ¥ 0] — e S @

for the continuity, momentum, energy and k-th species equations, respectively. The
tilde (~) denotes the resolved scale, and the overbar represents a spatial filtering;
the variables denote the usual flow parameters [14, 27]. The terms with the super-
script sgs represent the sub-grid terms, and appropriate closures are used to model

them [14, 27]. These terms are identified as the sub-grid stress tensor 7;7"°, sub-grid
total enthalpy H;gs, sub-grid convective species flux Y;sgs, sub-grid viscous work
ajgs, and sub-grid diffusive transport 6.9 [14, 27]. To close these terms, we solve

the sub-grid kinetic energy (k9%) equation:
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Pprsos and Dyses denote respectively, the production and dissipation of £%9%, obtained
as:

B o ([ Ok%9s . B 7<ksgs)1-5
Phzos = o <,0Vt oz, > i Djgsos = Ce,OT- (6)

Here, v represents the sub-grid eddy viscosity, and is modeled as vy = C, AV k95,
where A is computed using the local grid size as A = (AmAyAz)l/g. The constants
C, and C. are set values of 0.067 and 0.916, respectively [27]. The sub-grid stress
tensor is obtained as

5gs — Q.. Lo 2_ 598
Tijg = —2pvy |:Si' - 3Skk5ij} + gpk g 51']’7 (7)

where SNZ] denotes the resolved strain rate tensor, and ¢;; is the Kronecker delta.
The sub-grid total enthalpy is obtained as

_ 3ﬁ
s = o
J pPrt oz’ (8)

where H is the filtered total enthalpy, and Pr; is the turbulent Prandtl number,
assumed to be unity [27]. The total enthalpy term H is obtained as

~ 1~~
H=h+ iulul + k°9°, 9)

where £ is the specific enthalpy of the mixture. Following [14, 27], the sub-grid
convective species flux is obtained as

ys9s — _@ 85}1;
ik Sc; Oz’

(10)

where Se¢; is the turbulent Schmidt number, assumed to be unity [27]. For the
present study, the other two sub-grid terms, ajg ® and 0;5:, are neglected; however,
these terms may have to be revisited in future studies.

The terms that appear on the right side of the governing equations (Equations

(1)-(4)), viz. fs, Fsz, Qs, W, and Sé,k, denote the source/coupling terms due to
inter-phase interaction, and are obtained from the Lagrangian tracking of the solid
particles, discussed elsewhere [2].

To close chemistry, the chemical reaction rate, W, is assumed to be infinitely
fast, i.e., the reaction rate is dictated by turbulent mixing, rather than by ki-
netics/temperature (this approximation is widely referred to as the “flame-sheet”
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approximation). This approach has been used in the past for modeling the post-
detonation flow-field of explosives [33], especially because an Arrhenius-type re-
action rate applicable for the very high pressures and temperatures behind an
explosion is not available in literature. The infinite chemistry assumption does not
however account for sub-grid turbulent micro-mixing effects, which can play a role
in turbulence-chemistry interactions, as well as smoothen out species gradients at
micro-scales. We assume a six-step chemistry, and consider the following chemical
equations (7" resolved gas temperature):

(1) C(S) + %02 —. CO,

2)cOo +10y -COs

(3) Al + 202 — AlO if T > 3500K, 1)
(4) Al + 30y — LAl,04(L) if T < 3500K,

(5) Al + HQO — AlO + HQ,

(6) Al + COy — AlO + CO.

Aluminum combustion can be aerobic as well as anaerobic [2]. The aerobic reactions
are represented by the 3"? and 4'" reactions, while the anaerobic by 5 and 6*; the
terms ‘aerobic’ and ‘anaerobic’ here are based on the choice of the oxidizer: Oy or
otherwise. Furthermore, we use temperature dependent curve-fits for the specific
heats, Cp(T') for the species [16]. Note that the species C(S) and AloO3(L) exist
in the condensed phase, and thus we use their respective condensed phase Cy(T')
curve-fits. For thermodynamic closure, we employ the Noble-Abel equation of state
[17, 33], which is typically used for post-detonation behavior of explosives, and is
given by

pRT
1— An’

P= (12)

where R denotes the gas constant, n is the number of moles per unit volume, and A
is an empirical constant. The term An is ~ 0.75 in the vicinity of the initial detona-
tion wave, but rapidly transitions to zero thereafter (our experience shows that for
a 5.9 cm radius TNT charge, An decreases to O(1073) in about 0.15 msec). Within
the initial explosive charge, detonation profiles based on the Gas-Interpolated-solid
Stewart-Prasad-Asay (GISPA) method [2, 3, 41, 42] are computed using the con-
ventional one-dimensional Euler equations. Here, the pressure, density and velocity
profiles are obtained from the one-dimensional GISPA method, and extrapolated
to a three-dimensional sector grid (to be discussed in Section 3) in the radius cor-
responding to the initial explosive charge. The detonation profile within the TNT
charge is obtained from the GISPA procedure can be found elsewhere [2].

The flow-field for the three-dimensional simulations involves both discontinuities
such as shocks and contact surfaces, as well as relatively smoother turbulent re-
gions; it is customary to use a numerical scheme that can handle both natures of
the flow. To this end, we use a hybrid approach that uses the MUSCL (Monotone
Upstream-centered Schemes for Conservation Laws) [39] shock-capturing scheme
in regions dominated by discontinuities, and a central scheme in relatively smooth
regions of turbulence [14]. For the shock-capturing scheme, the HLLC Riemann
solver [39] is used in directions normal to the discontinuity, and the HLLE ap-
proach in the tangential directions so that the carbuncle effects can be minimized
[14]. The scheme is second order accurate in both time and space. Several canoni-
cal studies have been carried out recently to verify the simulation strategy and the
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2.2 Solid Phase

For the solid phase, we use the Lagrangian tracking approach to compute the
particle velocity vector (u,;) from the forces acting on a particle, i.e., Newton’s
law. The particle position vector (z ;) is obtained from the velocity vector. These
kinematic equations are summarized below for a particle in the i-th direction:

Az,
G = e (13)
duy, ; T - .
my d‘:’Z = irpchﬁ‘ui — up | (W — Ups) , (14)

where m,, is the solid particle mass and r), is the particle radius. In the above equa-
tion, C'p represents the drag coefficient and is usually expressed as an empirical
function of Reynolds number (Re) [11]. Other forces on the particle such as pressure
gradient, Saffman lift, Magnus effect, Basset term, etc. [12] have been neglected in
the present study based on an order of magnitude estimate. We use the idea of a
parcel to represent a group of particles with the same position, velocity, tempera-
ture and radius [2]. The heat transfer between the two phases is estimated assuming
convection and radiation, and is used to obtain the solid particle temperature (7},)
as follows:

mpCp% = 2mrp,eNu (f — Tp> — mpLy, + 47Trp2ea (T4 — Tp4> . (15)
In the above equation, C), represents the specific heat of the solid particle; x,
the thermal conductivity of the gas phase; L,, the latent heat of vaporization; e,
the emissivity; and o, the Stefan-Boltzman constant. In the literature, the Nusselt
number (Nu) is typically expressed as empirical functions of Reynolds and Prandtl
numbers [12]. The inter-phase mass transfer is obtained as:

dm,, . d (4 3
— e 1
dt My dt <37rpp7’p ) ’ (16)

where p, denotes the particle material density. It is very critical to accurately
compute the last term of the above equation, essentially %”. To obtain this term,
we employ the widely used empirical quasi-steady evaporation law following other

studies [2, 6, 18]:

drp  1p
= (1 + 0.276\/§e) , (17)

where t, denotes the burning time; this term is critical to the accurate prediction
of the evaporation rate of aluminum. As mentioned in Section 1, two regimes of
aluminum combustion exist: diffusion and kinetic [4, 25, 36], and appropriate burn
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times need to be used. For simplicity, we use the evaporation law as specified in
Equation (17), and use the burn time data from [36]. Furthermore, we assume
the ignition temperature of the aluminum particles to be 1000 K [2]. A 4" order
Runge-Kutta scheme is used to solve the solid phase governing equations to obtain
the solid particle position vector, velocity vector, temperature and radius.

3. Results and Discussion

The simulation hydrocode has been extensively tested with many canonical studies,
and has a demonstrated record for simulating problems similar to the current un-
dertaking [2, 3, 14]. In the present study, we consider a 5.9 cm radius TNT charge
with an ambient distribution of a cloud of aluminum particles. A 45° spherical sec-
tor grid centered about the equator is used with free-slip boundary conditions along
the sides of the sector, and outflow in the outermost plane; the one-dimensional
GISPA detonation solution (Section 2) is extrapolated into the three-dimensional
sector grid within the initial 5.9 cm radius charge (see [1] for more discussions on the
sector grid approach). The initial detonation products are obtained from the bal-
anced chemical equation: C7 Hs N3Og(T'NT) — 1.5N2+2.5H20+3.5C0O+3.5C(S).

Aluminum particles of size 5 ym radius are randomly distributed in the region
from outside the charge to a radial location of 8.68 cm, occupying an initial mass
loading ratio (ratio of mass of solid to mass of air in a given volume), n=1. Grids
of sizes 1000x45x45, 1000x60x60 and 1000x90x90 are tried in the radial (r),
azimuthal () and zenith (¢) directions, respectively, and our experience shows that
whereas the 1000x45x45 grid barely suffices to resolve the mixing layer boundaries,
the 1000x60x60 grid is required to resolve the dispersion characteristics of the
particles upon their interaction with the hydrodynamic structures in the mixing
layer. Thus, for the rest of this study, we employ the 1000x60x60 grid. Figure 2
presents a schematic of the initial setup showing the TNT charge, the ambient cloud
of aluminum particles and air. For the aluminum combustion model, Equation (17),
we use the burn time, ¢;, based on recent experimental data [36], which conforms
to the kinetic regime of aluminum burning. Focus here, inter alia, is on particle
ignition, combustion, clustering and dispersion.

Al particle cloud

Figure 2. Initial setup used for the simulations (charge and particle sizes not to scale). Note: this is a
schematic only.

We normalize all times presented in the rest of the paper using the time required
for the detonation completion within the charge, t,. For comparisons, explosives
are generally scaled using W1/3, where W represents the mass of the explosive in
the initial charge [1]. Since W ~ 73, where r, denotes the initial charge radius,
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Table 1. Summary of the different cases considered in this study
Case 1, in um 7 Radial cloud width in cm  Remarks
1 5 1 5.9-8.68 baseline case
2 5 2 5.9-8.68 effect of n
3 10 1 5.9-8.68 effect of r,
4 10 1 5.9-12 effect of radial cloud extent
5 5 1 5.9-8.68 afterburn turned off
6 5 1 5.9-8.68 different choice of ¢, (t, = 1 msec)
7 5 1 5.9-8.68 different choice of ¢, (t, = 0.4 msec)

and t, = r,/D, where D represents the detonation velocity of the explosive used,
the choice of using ¢, to scale times is equivalent to the use of W1/3. For a 5.9 cm
radius TNT charge, the GISPA simulation (described in Section 2) predicts ¢, =
8.25 usec, and we use this scaling for the times reported in the rest of the paper.

The simulation case with r, = 5 um, n = 1 and the initial cloud extending from
outside the charge (r = 5.9 cm) till » = 8.68 cm is chosen as the baseline case
for the analysis to explain the primary physics. Parametric studies will follow this
analysis with the consideration of other particle sizes, loading ratios, initial radial
extent of the particle cloud, and the choice of the aluminum evaporation burn time
(tp in Equation (17)). A summary of the different cases considered in this paper is
presented in Table 1.

3.1 Dispersion and Ignition

The primary physics of the post-detonation phase of the baseline case (Case 1
in Table 1) as observed from our simulation is summarized here. As mentioned
in Section 1, when the detonation wave reaches the outer boundary of the initial
charge, a primary shock wave (PS) propagates outwards and a rarefaction wave
inwards. The contact surface initially overtakes the particles, and due to the high
density gradients across it, is sensitive to perturbations. The particles pick up
momentum and heat from the gas, and thereby introduce perturbations on the
contact surface. These perturbations subsequently grow into Rayleigh-Taylor [38]
hydrodynamic instabilities at multiple transverse scales and wavelengths. By t/t, ~
4, the entire particle cloud is engulfed into the detonation products. At the same
time, the inward moving rarefaction overexpands the local flow, giving rise to a
secondary shock (SS) [7]. This SS is initially a weak compression wave and is
swept outwards by the outward expanding gases, during which it strengthens. The
schematic of the post-detonation flow-field presented earlier in Figure 1 is based
on this simulation case. However, note that this representation in Figure 1 is in
a one-dimensional sense only; in reality, the contact surface will develop into a
three-dimensional mixing layer (also termed as a fire-ball).

Ignition occurs in the cloud around t/t, ~ 5, initially at the leading edge by
virtue of it being closer to the source of heat—that due to the afterburn between
the inner detonation products and the outer air. Subsequently, the hydrodynamic
structures decelerate more than the particles, as the latter have a higher inertia;
this results in the leading edge of the particle cloud to catch-up and interact with
the structures—the second interaction. Around this time instant, while the leading
edge (LE) of the particle cloud is in the mixing layer where the detonation products
(C(5), CO, Hy0), air, and afterburn products (CO, CO2) co-exist, the trailing
edge (TE) of the cloud is still engulfed into the detonation products. Furthermore,
around this time instant (¢/t, ~ 5), the SS, which is still a compression wave,
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penetrates into the TE of the cloud, and subsequently strengthens into a shock
around t/t, ~ 8; note that this strengthening is not due to the particles, but
due to coalescence of pressure pulses arising from the relatively higher pressure
immediately behind the PS (see [7] for more discussions on the formation of the
SS). Following this, the SS slows down faster than the particles, as the latter has
a higher inertia. By t/t, ~ 12, the particles are completely engulfed between the
PS and SS, and interact with the Rayleigh-Taylor structures that have already
started to grow; this growth of the structures in size is due to two reasons: (1)
entrainment of the outer air into the structures; and (2) “bubble competition”
between contiguous structures [2, 23, 28, 29]. Note that this second interaction
between the particle cloud and the contact surface (which by now is essentially a
highly perturbed surface due to the growth of the Rayleigh-Taylor structures) lasts
for a longer time than their first interaction, as the hydrodynamic structures have
grown to a larger transverse scale and width by this time.

Around t/t, ~ 35, the SS implodes inwards as the pressure has reduced con-
siderably near the core due to the earlier rarefaction wave. During this implosion
phase, the TE of the particle cloud slows down as the local gas velocity reverses—
this inevitably widens the particle cloud width. At the same time, the LE of the
cloud starts to emerge out of the hydrodynamic structures, whose growth hitherto
has ensued in a mixing layer. At this time, the choice of the oxidizer varies across
the width of the particle cloud for the aluminum combustion—it is Oy near the
leading edge (aerobic); is H20 near the TE (anaerobic), and a mixture of possible
oxidizers (CO3, H20, O2) in the middle of the cloud that is currently in the mixing
layer. Furthermore, by this time (¢/t, ~ 35), about 75% of the initial aluminum
by mass has already evaporated, indicating that most of aluminum evaporation
occurs primarily when the particles are engulfed inside the detonation products.

Vortex rings exist around the hydrodynamic structures [21] due to shear and
baroclinic effects, and they introduce transverse velocity components to the other-
wise radially dispersing particle cloud. This transverse dispersion of the particles
leads to their clustering (preferential accumulation) around these vortex rings.
Thus, a “foot print” of the Rayleigh-Taylor structures is left on the particle cloud
and is preserved even until much later—we will soon revisit this phenomenon.
Note that we refer to particle structures as a ‘cluster’, merely to distinguish it
from hydrodynamic structures; thus, for the remainder of this paper, we refer to
hydrodynamic fluid structures simply as ‘structures’, and particle structures as
‘clusters’ to avoid confusion.

Subsequently, beyond t/t, ~ 75, the particle cloud leaves the mixing layer, and
is quenched shortly thereafter due to the unavailability of heat and the relatively
cooler surrounding air; analysis shows that only 12% of the original aluminum
mass remains un-evaporated in the solid phase for the chosen particle radius (r, =
5 um) and mass loading (n=1). Furthermore, outside the mixing layer, the sources
of turbulence and vorticity are not as preponderant as in the mixing layer; thus,
the particles disperse mostly along the radial direction once outside the mixing
layer, maintaining their clustered shape, i.e., the earlier hydrodynamic-induced
foot print in the cloud is maintained. Aerodynamic drag slows down the particles
and their clustered shape grows in size as they expand outwards into free space.
Meanwhile, the SS that has been imploding, reflects from the origin (t/t, ~ 125),
and subsequently explodes outwards. During this second outward passage, the SS
interacts with the hydrodynamic structures in the mixing layer— giving rise to a
Richtmyer-Meshkov instability [32]—this event is also termed as a ‘reshock’ [1, 20].
Here, the pressure gradient across the secondary shock is mis-aligned with the
density gradients across the hydrodynamic structures, which results in the creation
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of vorticity due to baroclinic torque effects (w = p—12Vp x Vp). This vorticity sustains
afterburn, as it allows for fresh sources of oxygen in the air that was hitherto
unreachable to the inner detonation products, to come into contact. Furthermore,
during this reshock the mixing layer is compressed [1, 20], due to which the vorticity
is able to sustain itself for a slightly longer time, a consequence of the two stretching
terms in the vorticity equation [2]. Subsequently, around ¢/t, ~ 325, the SS catches-
up with the particle cloud and penetrates it, essentially a reshock for the particle
cloud, thereby shrinking the width of the cloud. However, the quenched particles do
not re-ignite, as their interaction with the SS occurs radially far away, and the latter
has already attenuated due to spherical spreading. To illustrate the aforementioned
hydrodynamic instabilities behind the blast wave, we present the isosurface of the
mass fraction of C'O, shaded with In(p) in Figure 3 at times (a) t/t, ~ 35 and
(b) t/t, ~ 460. As evident, at the earlier time, the hydrodynamic structures are
spatially organized and are mushroom shaped; at the later time, which is after
the reshock, the structures are more convoluted/wrinkled owing to the deposited
vorticity.

() (b)

Figure 3. CO isosurface shaded with in(p) at times (a) t/to ~ 35; (b) t/t, ~ 460. Particles are not shown
for better clarity.

3.2 Chronology of Particle Clustering

Here, we further elaborate on the physics of particle clustering effects. The cluster-
ing of solid particles due to isotropic turbulence is well known [35]; however, here
the clustering is owing to the interaction of the particle cloud with the hydrody-
namic structures. One main difference is that in isotropic turbulence, the vortices
have no directional bias; consequently, no spatial bias for the particle clusters.
However, in the present problem, the vortex rings exist only around the Rayleigh-
Taylor structures which are spatially aligned along the radial direction. Hence, the
clustering shapes of the particles due to explosion are also spatially biased. We
have also verified that clustering of particles occurs even when the sub-grid turbu-
lence model is turned off, i.e., the clustering is not a consequence of the sub-grid
modeling aspects, but is physical.

Vorticity in the mixing layer is primarily concentrated around the Rayleigh-
Taylor structures, i.e., at the interface between the two fluids, due to shear and
baroclinic effects. In regions between contiguous structures where the fluid is air
only, and in the regions inside the structures where the fluid is only the detonation
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Figure 4. Interaction of the particle cloud with the hydrodynamic structures at t/t, ~ 35: (a) CO2 mass
fraction; (b) In(w) contours and particle locations.

products, vorticity is not as significant. This gives rise to local regions with vorticity
(at the tip of the hydrodynamic structures), and those without significant flow
rotationality (regions between contiguous structures and inside the structures). To
better illustrate the clustering phenomena, the C'Os mass fraction and vorticity
(w) contours are presented in Figure 4, along with the particles (shown as black
dots) at t/t, ~ 35—omne of the time instants corresponding to the interaction of the
particle cloud with the hydrodynamic structures; these profiles are zoomed near
the interaction region and presented. The outer and inner bold lines in Figure 4 (b)
represent the primary and secondary shocks, respectively. Vorticity is accumulated
near the product regions, and particles interact with this vorticity, causing them to
cluster. The particle cloud is virtually unaffected in the vorticity-free regions, but
is inevitably influenced in the regions dominated by the vortices; this, essentially,
gives rise to the preferential accumulation (or concentration) of particles.

The clustering patterns of the particle cloud is now discussed, and is presented
chronologically in Figure 5 (the view presented is that as seen from the outermost
plane of the sector looking inwards at the origin). At early times (Figure 5 (a)), the
expanding particle cloud is still completely engulfed into the detonation products,
and no clustering effects are evident due to the absence of vorticity. Subsequently,
the particles enter the mixing layer; since they enter the mixing layer from the
inside, the particles first encounter the vortex rings around the bubbles (Figure 5
(b)). The vorticity around these rings causes the particles to also disperse in the
transverse directions, and this centrifugal (6 and ¢ directions) motion combined
with their inertia, results in the particles to cluster around the vortex rings (more
discussions below). Essentially, the transverse dispersion causes the particles to
be flung out from the core of the vortex rings of the hydrodynamic structures
[10]. Later, the dispersion is complete, and the particles are clustered by t/t, ~
50 (Figure 5 (d)). Furthermore, the particle cloud front is also corrugated due
to the local dispersion of the particles due to the vorticity in the hydrodynamic
structures during the interaction event; note that this interaction event is not
instantaneous, but lasts for a finite, albeit small period of time (from ¢/t, ~ 20
till ¢/t, ~ 60). After this, the particles leave the mixing layer, and enter vortex-
free regions, thereby preserving their clustered shape, i.e., the hydrodynamic ‘foot
print’ (Figure 5 (e)). Note that beyond t/t, ~ 50, even though the clustered cloud
shape is preserved (albeit not size), the particles are still moving in the radial
direction as the frontal surface area of the cloud increases. Thus, even outside the
mixing layer the physical size of the clusters increases with time due to the radial-
only dispersion of the particles, but the angular size and the shape of the clusters
are frozen. We have appropriately adjusted the different sub-figures presented in
Figure 5 for better clarity of illustrating the transverse motion only.

The dispersion characteristics of particles and the formation of clusters when
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(a) (b)

Figure 5. Clustering of particle cloud at times t/¢, (a) 20; (b) 25; (¢) 35; (d) 50; (e) 560. The scales of
the figures have been adjusted for better clarity.

particle clouds interact with fluid structures is dictated by the Stokes number, St,
which is the ratio of the particle’s momentum response time to the flow field time
scale, and is given by the expression

_ ppd?;/18ﬂ

St LU,

(18)

where p,, is the particle material density, d, is the particle diameter, p is the vis-
cosity of the gas, and L, and U, denote, respectively, the flow length and velocity
scales. In previous studies, different dispersion characteristics for different St have
been reported [9, 10, 24]. While particles with very small St tend to follow the
flow, particles with St of the order of unity tend to accumulate near the circum-
ference of fluid structures [24]. Particles with slightly larger St, on the other hand,
tend to accumulate near the regions of low vorticity and high strain [24]. The
clustering patterns observed in Figure 5 are reminiscent of those presented in [24]
(see for instance Figure 19 of this ref.), where the authors study the particle dis-
persion characteristics in a three-dimensional temporal mixing layer using direct
numerical simulations. In the current study, analysis shows St of the order of unity
for the 7,=5 pm particles (which are r,=2.5-3 pm during their interaction with
the Rayleigh-Taylor structures); and St of the order of 10 for 7,=10 pum particles
(which are r,=8-8.5 um during their interaction with the Rayleigh-Taylor struc-
tures). Furthermore, the particles are also travelling at speeds in excess of 1 Km/s
in the radial direction, and so the time they have to interact with the hydrody-
namic structures is limited, indicating that in addition to the particle response
time scale, the residence time—time a particle takes to traverse the hydrodynamic
structures—is also of significance. Note that the transverse velocity component is
used for the definition of U, and not the radial velocity, since the focus here is on
clustering of particles due to transverse motion.

3.3 Parameters that Affect Particle Clustering

3.3.1 Particle mass loading ratio

To investigate the effect of mass loading ratio, we also consider n=2 for the same
particle radius (5 pm) and initial radial extent of the particle cloud distribution (ra-
dial location 5.9-8.68 cm), i.e., Case 2 in Table 1. Recently, we observed more mixing
in the gaseous detonation products when the initial particle loading ratio is higher
[2]; specifically, the mixing layer width is wider and, consequently, more of the
detonation product fuel was consumed, i.e., more afterburn when the initial outer
particle cloud mass loading ratio is higher. Note that this enhanced mixing is due
to more perturbations introduced to the contact surface during the first interaction
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event between the particles and the contact surface. These enhanced perturbations
later result in stronger/larger vortex rings around the Rayleigh-Taylor structures
for the n=2 case than for n=1. Consequently, the interaction of the particle cloud
with these structures, i.e., the second interaction, is also more prominent when the
initial particle loading ratio is higher.

(a) (b) (c)

Figure 6. Effect of n on clustering of particle cloud (n=2): times t/t, (a) 20; (b) 25; (c) 35; (d) 50; (e)
560. The scales of the figures have been adjusted for better clarity.

The clustering process is chronologically presented in Figure 6 for n=2; closer
observation reveals that due to this larger vortex rings for n=2, many clusters,
albeit not all, appear larger due to more dispersion for n=2—a direct consequence
of the stronger vortex rings in the ensuing Rayleigh-Taylor structures. Moreover,
some clusters in Figure 6 appear as a combination of two partial clusters. This
formation is owing to the particle cloud having earlier interacted with two merg-
ing hydrodynamic structures; recall from Section 1, the bubble competition process
prevalent in the mixing layer that can result in contiguous hydrodynamic structures
to interact. Thus, when the particle cloud interacts with two competing hydrody-
namic structures, it disperses locally corresponding to this ‘merging shape’, and
this shape is preserved even at later times (Figure 6 (e)). Since n=2 (Figure 6) re-
sults in more merging shapes of the particle cloud than n=1 (Figure 5), we believe
that bubble competition is more significant for n=2—due to more perturbations
introduced to the contact surface during the first interaction event by the higher
loading particle cloud.

For a better understanding of the actual clustering process, it is of interest to
track the local transverse gas velocities as ‘seen’ by different particles as they
disperse. To this end, we consider four groups of particles based on their initial
locations in the cloud, and denote as C'60, a collection of 100 randomly chosen
particles initially located at radial location » = (6.0 +£0.1) cm; as C'70, a collection
of 100 randomly chosen particles initially located at radial location r = (7.0 £0.1)
cm; similarly, C80 corresponding to 7 = (8.0 £ 0.1) cm; and C86 corresponding to
r = (8.6 £ 0.1) cm. Of particular interest here is the average local gas velocity as
‘seen’ by the particles corresponding to each group. Note that for the averaging,
we consider absolute values, i.e., |ugesg| & |tgas,¢|, sO that two particles at dia-
metrically opposite ends of a vortex ring, which ‘see’ local gas velocities equal in
magnitude, but opposite in direction, do not cancel out in the averaging.

For the cases corresponding to r,=5 um, initial cloud extending radially from
r=>5.9-8.68 cm, and n= 1 & 2, Figure 7 presents the average local gas velocity as seen
by the particles corresponding to the groups C70 (Figure 7 (a)) and C86 (Figure 7
(b)) (similar results also hold for C60 and C'80, not shown here for brevity). At very
early times, the local azimuthal (ug.s¢) and zenith (ugqs4) velocity components
are almost negligible, but rise up fast as the particles pick up momentum from
the gas and are set into motion. Around ¢/, ~ 20, the particles start to interact
with the vortex rings around the hydrodynamic structures, as evident from the
peaks in Figures 7 (a) & (b). Around t/t, ~ 30, the transverse local gas velocities
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Figure 7. Effect of 7 on the average local gas velocity seen by the particles for particle group (a) C'70; (b)
C'86.

are ~ 20 m/s—this creates significant enough transverse velocities that clusters the
particles around the hydrodynamic structures. Comparing the two different 7 cases,
as evident from Figure 7, the local average gas transverse velocity components are
slightly higher for the n=2 case during the peak of the second interaction (¢/t, ~
30). Subsequently, the average local azimuthal and zenith gas velocities as seen by
the particles are also higher, by a factor of 1.5 — 2 near the region indicated by the
arrow. This sustained higher transverse velocities in the gas for n=2 results in the
slightly more pronounced clustering observed for the higher loading ratio in Figure
6.

3.3.2 Particle size and distribution

Recently [2], we observed particles larger than about 20 ym radius not to be
susceptible to the formation of clusters for the chosen explosive conditions (initial
charge size, explosive used: TNT, particle mass loading ratio, initial cloud width,
etc.). In [2], we concluded that the mixing and afterburn aspects in the gas phase
are nearly independent of particle size for the same initial mass loading ratio (7)
and initial radial extent of the particle cloud. Furthermore, we also showed in [2]
that more mixing occurs when the initial cloud distribution extends farther. Here,
we compare the clustering effects due to 5 pm and 10 um particle radius, for n=1,
and initial radial extent of the cloud r=5.9-8.68 cm (Cases 1 & 3 in Table 1).
Our analysis shows that the 10 pum radius particles do not form clusters for the
chosen conditions, as their ignition is delayed wvis-a-vis the 5 pm radius particles,
due to which the particles are still sufficiently large (~ 8-8.5 ym radius) during the
second interaction event with the hydrodynamic structures. On the other hand,
the particles in the 5 pm cloud have already ignited during their engulfment into
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the detonation products, and are about 2.5-3 um in radius during the second
interaction event. The inter-phase momentum transfer time scales as 7“12,, where 7,
denotes the particle radius; i.e., larger particles take longer to be influenced by
the flow. Hence, the particles corresponding to the 10 pm cloud, by virtue of their
higher inertia during the second interaction event, are not easily dispersed by the
hydrodynamic vortex rings. Consequently, the 10 ym particle cloud does not form
clusters upon their explosive dispersal for the chosen conditions (n=1; initial cloud
width = 5.9-8.68 cm, etc.). Due to this subdued dispersion of the cloud, even the
width of the 10 pum particle cloud is nearly preserved with time, not shown for
brevity.

By considering 10 pm radius particle clouds of the same mass loading ratio
(n=1), but an initial distribution extending from radial location 7=>5.9-12 cm (Case
4 in Table 1), significant differences are observed; in Figure 8, we present the particle
cloud at different times for this case. Comparing this with the aforementioned case
with the 5 pum radius particles (Figure 5), it is evident that although clusters form
for the 10 um radius particle cloud when initially distributed from r=5.9-12 cm,
they are much fewer in number and are not prominently visible, i.e., they are more
or less degenerate clusters. Furthermore, the clusters are relatively ‘diffuse’ in the
sense that the regions of higher particle concentration only gradually change to
regions of lower concentration wvis-a-vis the sharp particle concentration gradients
observed for the 5 pum particle radius (Figure 5). Thus, although more particles
(and more mass) are now present for the 10 um cloud extending initially from
5.9 to 12 cm than the 5 um cloud extending initially from 5.9 to 8.68 cm, both
corresponding to n=1, the particle clustering effect is more significant for the latter,
due to the shorter momentum transfer time scales during their interaction with the
hydrodynamic structures. Hence, the particle size during the second interaction
event is critical to the cluster formation.

(a) ) (c) (d) ()

Figure 8. Effect of particle size on clustering of particle cloud (r,=10 pum; initial cloud distribution: 5.9-12
cm; n=1): times ¢/t, (a) 20; (b) 25; (c) 35; (d) 50; (e) 560. The scales of the figures have been adjusted
for better clarity.

To illustrate the effect of the local gas velocity in support of the observations
made in Figure 8, we present the average local gas azimuthal (ug4s6) and zenith
(ugas,e) velocities as seen by the particle groups C'70 and C'86 in Figure 9 for r,=10
pm, n=1, and the initial particle cloud extending radially from (1) r=5.9-8.68 cm
and (2) r=5.9-12 cm (the definitions of C70 and C86 are the same as described
previously). As evident from Figure 9, the average local azimuthal and zenith gas
velocities as seen by the particles are higher, when the initial cloud width is wider
and, consequently, the clustering is more pronounced. More particles are available
to perturb the flow, and the total perturbation time on the contact surface by the
particles during the first interaction event is longer for a wider initial cloud width;
hence, significantly higher transverse velocities are seen by the particles as they
disperse outwards. These differences in the local gas transverse velocities result in
the clustering observed for 7,=10 pm when the particles initially extend radially
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till 12 cm (Figure 8), but no clustering is observed when initially extending till
8.68 cm. We could not verify this result for r,=5 um extending till 12 cm, as this
setup requires too many particles to be tracked, stretching available computational
memory.
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Figure 9. Effect of initial cloud width on the average local gas velocity seen by the particles for particle
group (a) C70; (b) C86.

3.4 Mixing Layer Boundaries and Width

Also of interest is the quantification of the dynamics of the mixing layer, so as
to shed light on the mixing process between the inner detonation products and
the outer air. To this end, we first define the mixing layer (M L) boundaries based
on the mass fraction of CO, as also done in our recent study [2]. Four phases
are of interest here for the gas: (a) blast wave; (b) implosion; (c¢) reshock; and
(d) asymptot